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data which encourage the belief that we can distirlguish between the 
" transmitter " and " translator " categories by means 01 snch attitude 
profiles, and also by another set of profiles between those who originate 
new codes, and those who do not. Unfortunately neither the attitude 
protiles nor the experimental analysis has bee11 firlishcd to the point 
where these may be presented as definite conclusions ; they are discussed 
here because of the importance we feel is attached to this type of 
measurement. 

Summary. 

A guiding principle of our work has been to attempt a mathe- 
matical analysis, of siniple group situations, and, following this, to 
attempt the constructiorl of mathematical models that will reproduce 
the perfornlarlce of the group from a small number of parameters 
governing the behavior of individual group members. The effort 
has been a t  least partially successful in some simple cases of infor- 
mat,ion handling. This paper has presented soillc results of preliminary 
studies of situations in which the handlir~g 01 information is more 
complex-the reduction of errors due to noise and ambiguity and 
the problem of filtering. 

I n  addition, we have p1,esented at  tlie close of this paper the 
outlines of the first preliminary attempts to deal with the problem 
of individual differences. Although the results to date are few arld 
tentative, they present the Leginning of a method that may make i t  
possible to gain sufficient knowledge of the properties of individuals 
to generate the behavioral probabilities needed for any predictive 
mathematical model. I n  addition, they open the way toward schemes 
of selection of individuals for service in a particular group that will 
make possible given types of performance. Some work has already 
been done in this area, and the results are promising ( 2 1 ) .  

The fact that there are relevant individual differences contributes 
to the variability of the results of experimental work with groups 
and this has necessitated that a large number of groups be run in 
each experiment in order to obtain results by treating this variability 
as sampling variation. It would be desirable to provide for the indi- 
vidual differences in the model of the proup process rather than in 
the statistical treatment of the data. Tn real-life situwtiolls, onc of 

the major factors in the behavior of any specific group is the character 
of the individuals composing it. In  the long run, any realistic theory 
of groups must take this into account. 

IV. SOME ASPECTS OF TIME AND DECISIONS.* 

Introduction. 

During the past fifteen years certain theoretical and mathematical 
investigations hal-e been directed toward a better understanding of 
some aspects of hnrnan behavior; much of this attention has been 
focused upon decision making and the closely related phenomena 
of information processing. The most interesting theories to have 
been developed, or extended, are utility theory, information theory, 
game theory, statistical decision theory, and the prograrnrning models. 
It is of some interest, and we believe importance, that the central 
concern of these studics has been with what may loosely be called 
the structural aspects of decision processes and that there has been 
a marked avoidance of the temporal aspects. Yor example, in utility 
theory there is no concept of time at all, while in the other theories 
mentioned there is rareIy introduced more than a notion of temporal 
ordering. 

The problem we raise-time-must certainly have been one of the 
major stumbling blocks prior to creation of these theories, and one 
which had to  be put aside to develop them. One must emphasize the 
genius behind these theories that rejected the obvious importance of 
time and of the timing of decisions in ordinary experience and went 
on to develop essentially timeless theories that do illuminate major 
aspects of comnlunication and decision making. The brilliance of 
the strategy concept in game theory and of the timeless notion of 
noise in information theory should not be dulled by familiarity. 
Since their existence forcefully demonstrates that complicated and 
fruitful theories can be created without a stronger notion of time 
than temporal ordering, there can be little sympathy for the person 
who now argues that time must be reintroduced. The burden of proof 
rests upon his shoulders. 

By R. Duncan Lure. 
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The need is most sharply demonstrated by reminding the reader 
of one or two of the well known problems that seem to elude solution 
in our present theories. First, information theory demnnds that the 
output of a source be of a stationary statistical character, and so, 
whenever the source is a human being passing through a learning 
phase, we must quietly turn our attention to other issues until the 
learning is complcted. To fuse information theory and some aspects 
of learning theory, a more timc-dependent information theory appears 
to be needed. As a second example, many would agree that the central 
failure of game theory to date is its apparent inability to formulate 
and to solve the dynamics of the bargaining problem and the closely 
related phenomenon of coalition formation in the n-person theory. 
To  my mind the difficulty centers about the timing of decisions, and 
game theory as currently formulated, while not completely excluding 
timing problems, seems to  be best suited to other problems. 

With these examples as an indication of a need to introduce some 
timing considerations, let us re-examine how i t  has been possible to 
leave out time at all. The desirability of omitting time is fairly 
apparent; the real point is how has i t  been done. There is little 
object in examining the special details 01 each case; rather we shall 
simply deal loosely with "decisions.') For a single decision, or for 
a set 01 decisions in prescribed order, one may think of the problem 
as consisting of a fixed set of alternative choices, a fixed set of possible 
states of affairs or nature in some appropriate sense, a payoff matrix 
whose rows and columns arc the two sets just mcntioned, and infor- 
mation arriving sequentially that alters the a priori probability distri- 
bution over the states of nature. While in any specific problem the 
arrival of information has a particular time structure, it is generally 
assumed that only the order of time of arrival is pertinent to  the 
decision made, and in many problems, though by no means all, it is 
assumed to arrive in one '' package." Many psychologists would claim 
that it is still necessary to consider the order in which the decision 
maker considers the contents of the package, for i t  appears that, on 
the basis of slim and incomplete evidence, human beings generate 
liypotheses that are not readily dislodged even when they prove to 
be in direct contradiction to information received or examined after 
their formulation. Such a remark is only important for descriptive 
theories and not for normative ones. 

Such then is the structure of a single decision, or of a prescribed 
arrangement of decisions, and there does not appear to be any need 
to introduce time except if one would care to know how long the 
decision process takes, But what about the structure of a problem 
that rests upon a complcx of intimately interrelated decisions? In 
any group problems in which a decision depends on information 
available and that, in turn, depends both on the decisions of other 
people and when they were made, timing quite obviously influences 
the over-all behavior of the group. The approach to this problem has 
generally been to '' divide and conquer," with mofit of the emphasis 
on dividing and relatively little on conquering. The division is 
executed by introducing certain plausible, though not generally com- 
pletely valid, assumptions, which are not always made explicit but 
which can be detected by examining the procedures of analysis. The 
set employed in the analysis of the experimental material we shall 
discuss is one which is often used and which leads to a fairly con- 
ventional breakdown into disciplines. These assumptions are : 

('I) An individual decision depends fitatistically on the infor- 
mation available a t  the time it was made and on a fixed 
payoff function, which very often is culturally determined 
and is treated as a characteristic of the human being. 

(2) The information present at  any point in the complcx at  a 
given time depends on the time and the nature of certain 
decisions. 

( 3 )  The time taken to make an individual decision is governed 
by a distribution, stimulated by one or more prior decisions, 
whose form and parameters depend both on the individual 
arid in some fashion on the information available to him 
at the time the decision is reached. 

In conventional terminology the study of phenomena covered by 
the first assnrnption is that of decision processes, by the last is that 
of reaction times, and by the second is that of the construction of 
analytic models of information flow and the empirical study of gross 
group behavior. It is, of course, the second that may be called the 
conquering of the over-all problem. There is little question that the 
first is the most elegantly formulated as a model, the third is the 
most completely and easily studied experimentally, and the second 
is a very poor third on both counts. 
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What justification is there for these assumptions? ~ldmittedly, 
there is little beyond intuitive considerations bascd on experience 
with complicated decision-making and information-processing organi- 
zations and the empirical fact that certain complicated problems 
appear to make some, though by no means complete, sense when 
analyzed in terms of these assumptions. They were the assumptions 
behind the analyses carried out on the group experiments run at 
MZT by Christie, Luce, and Macy ('i'), and by these three in  con- 
junction with Hay (16). It is part of the latter experiment that we 
shall discuss later. 

It is also clear that these assumptions do not always hold. For 
example, when one can distinguish between trivial and weighty de- 
cisions, very often the time for a decision will depend upon its 
importance; i. e., upon implications of the decision that are not a part 
of the formal structure of the problem as it is now conceived. I n  
such a case, the third assumption does not hold. I n  our experiments 
the decisions were not weighty and the subjects wished to conclude 
the experiment rapidly, and so we may hope that the third assumption 
will hold. One can prepare similar justifications of the other two 
assumptions. 

Lest the reader feel that, by raising the whole question of time and 
of the timing of decisions and then turning to a group communication 
problem, we are suggesting that this is the most important or most 
fruitful way to try to generalize decision theory, let us now make our 
disclaimer. Group communication is at  best a messy problem full of 
complications and pitfalls and one not chosen in order to achieve an 
elegant theory quickly; rather, it seenied sdc ien t ly  interesting and 
important to deserve study in its own right, using whatever tools and 
techniques were available. 

We propose in this part of the present chapter to examine some 
of the time data from the final completed study in our program at 
MIT and to indicate some of the lines of research that i t  has suggested 
in the areas of the second and third assumptions: analytic models 
of information flow and the study of reaction times. We do not 
propose to present these data in great detail, for that has already been 
done (16) ; rather, we shall sketch the outlines of our analysis and 
give the central ideas behind some of our arguments. To some degree 
the discussion will rest on arguments and results given elsewhere 

in this chapter, and this knowledge, as well as the general structure 
of the experiment, will be assumed to be known. 

Latency Distributions. 

Before we can present any time data, we must consider briefly 
the problem of presenting such data; this is not the trivial matter it 
may seem, for we doubt that we could have pushed our analysis as 
far as we did had we employed the conventional presentation. Latency 
distributions arise from situations in which an unambiguous stimulus 
triggers a decision process, the reaction time being the clock time from 
the stimulus to the decision. When the same situation is replicated 
many times, either with the same subject (if no interaction can be 
assumed between occurrences) or with a population of subjects, then 
it  is possible to form a histogram of the decision latencies that may be 
considered to be an approximation to the probability density governing 
reaction times. I n  other words, if f ( t )  is postulated to be the density 
of decisions at time t when the stimulation occurred at time 0, and if 
the time axis is divided into intervals with end points a*, the data 
grouped by intervals are considered to be estimates of 

where 

The plots resulting are generally skewed and have a single maximum. 
The question we raise is whether this convention is best suited to 

our purpose, or whether some function of the distribution might be 
more revelatory. Whatever we may do, one thing is certain : We must 
deal with approximations to F or some simple function of F, and 
not directly with f, for the latter would require the numerical differ- 
entiation of data, a process that is notoriously subject to error. 

We might simply assert that rather than use P we shall employ. 

defending this choice on the grounds that from experience we know 
that this function is very nearly a straight line. This has the very 
practical merit that we may discuss our data in terms of deviations 
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from straightness and in terms of approximate slopes and how these 
vary from case to case. However, i t  is somewhat more persuasive if 
a sirnplc model is introduced. It must be admitted that, although 
the model has not been adequately justified, it was by means of it that 
we were led to Equation 1. 

Let us suppose that a st~iinulus occurs a t  tinit? 0 and that by time 
t no decision has been reached. It is reasonable to postulate a proba- 
bility that the decision will be reached i11 the interral from t to t + At, 
this probability depending both on t and on at. It me suppose that 
for a small value of At this dependence can be written as X(t)ht, 
which, of course, is not the most general case 2nd so i t  is an assump- 
tion, then it is easy to show ( I )  that 

f ( t )  =A(t)e-.foe h ( 7 ) d ~  for t ) - 0  

= O  for t < 0. 

If me let A ( t )  = A ( T ) ~ T ,  then Equation (1) follows by a few S.' 
more manipulations (4) .  Some attempts have been made to justify the 
basic assumption of the model as well as the empirical observation 
that h ( t )  is more often than not nearly a constant, but we doubt that 
any argument is known at present that really accounts for the observed 
phenomena of nearly exponential decay. But in any case, we shall 
deal with ( t )  as given by Equation 1 rather than F ( t )  directly. 

All the above discussion presupposes that we know what the 
stimulus is and that it occurs a t  time 0. It is a trivial shift of the 
time ilsis to move any unambiguous stimuli~s to 0, and so the crucial 
question i n  the analysis of our experiments is whether we can find 
unambiguous stimuli. Let us suppose for the moment that subject 
A receives at  time 0 a message from another member, say 3, of a 
group under consideration. If this message contains information new 
to A that he believes is not known by C, then we might suppose that 
this message serves as a stimulus for A to send a message to C. Now 
if between the receipt of this message and bis sending the information 
on to C nothing of significance happens to -4, then the above formula- 
tion of the latency problem appears to apply. If ,  however, there 
are intervening stimuli, such as other messages that do not cause 
the process to be begun again, but which do have a perturbing 

influencc, tllcn i t  is by no nlenns clear how to handle the data. For 
example, A may receive a message from C which he reads, and which, 
if i t  does not contain the information he has just received from B, 
will reinforce his decision to send to C. But the time required to read 
this message may alter the time between the stimulus and the sending 
from what i t  would othcrwise have been. The difficulty in dealing 
with the wide variety of cases that can arise is apparent; so, we are 
either forced to abandon this method of analysis or may, with some 
reserve, attempt an analysis in the hope that the efEect described will 
be small and possibly countered by other effects. We took the latter 
course and our results appear to justify our choice to some extent. 

Even if we elect to disregard as second order effects any per- 
turbing influences, the question remains as to what the primary 
stinlulus is for a message. One might attempt to argue, as me did 
initially in our work, that the message received immediately prior 
to the message under consideration should be taken to be the stimulus. 
ITowever, if our discussion above is not completely empty, this canuot 
always be the case. If not, and if i t  i s  an incoming message that 
is the relevant stinlulus, then how can we determine which one it is? 
This we do not know, but possibly we can argue that we need not 
ltnow. Our argument about the perturbing but not decisive effect 
of many messages suggests the answer. If the density of load is 
sufficiently high, then we may suppose that in most cases the subject 
is already engaged in the preparation of a message when a message 
arrives that introduces new information or demands an answer. If 
this causes only a perturbation, then the effect ice cue for beginning 
a new time cycle is the completion of current activities. This, then, 
suggests that in a reasonably high load situation the individual time 
data will best be understood by taking as the stimulus for a given 
message the message sent by the same subject inmediately prior to 
it, or, in the case of first messages, the beginning of the trial. We 
shall in fact not only discuss the data for this case, which will be 
noted by S for "send," but also the data obtained when the immedi- 
ately preceding received message is treated as the stimulus. The 
symbol R will be used in this case. Our intuitive argument that the 
S data are the more basic will be strengthened by our partially 
successful attempts to account for the characteristics of the R data 
in terms of the S data. 
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I n  addition to this dichotomy, at  least three other classifications 
of the data are needed if i t  is to assume any coherence. First, the 
test phase of the experiment consisted of fifteen trials and so the 
possibility of learning must be admitted, which led us to group the 
data into five blocks of three trials each. Next, when each message 
is prepared the subject has before him from one to five pieces of 
input information-it will be recalled that there were different inputs 
to each of the five subjects. It is plausible to suppose that reaction 
time depends upon the complexity of the decision, and so a separation 
shoulil be effected. Binally, in the com~nunication net studied, there 
are two classes 01 positions : the center position, C, and the peripheral 
positions, P. The net used, diablo, is shown in Figure 2, Nctwork c. 

With these distinctions in mind, the data may be characterized 
by a symbol of the form (x, y, x )  where x = P or C', y - 1, 2, 3,4,5,  
and z  = 12 or 8. Thus (C, 4, R) means the data for the c e n t e r  subjects 
who a t  the time of sending a message had four out of the five pieces of 
information, and we are measuring reaction time from the immediately 
preceding message receined by the subject. 

For each such symbol, the data consist of five sets of points, one 
set for each trial block. Each point falls at  some multiple of fifteen 
seconds since, for simplicity of analysis, the subjects were constrained 
to send messages only a t  fifteen-second intervals. Each such set of 
points, which we shall join together by a line and call a curve, is based 
on several hundred cases. 

Some Qualitative Aspects of the Time Data. 

There is no point is presenting all of the time data here, for that 
has been done (16) .  As typical examples, the cases (C, 4, R) and 
(P, 5,s)  are presented in Figures 36 and 37. From an examination 
of all the different curves we have prepared nine stateme~lts that 
characterize qualitative aspects of these data that struck US as inter- 
esting. These statements are of necessity somewhat idealized and 
another person examining the data may feel that we have over. 
simplified the picture or that we have omittcd from consideration 
other important features. We can recommend only that the reader 
consult our report (16) and draw his own conclusions. After noting 
these phenomena, we felt certain that they could not all be independent 
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of one another, and so we felt obliged to establish some as basic 
phenomena and to indicate how the others depend on them. The 
following three sections will be devoted to an attempt to explain, or 
really to rationalize, the last five statements in terms of the first four. 

1. The ( ,I ,  S )  data generally consist of a single point; i. e., 
the first message was generally sent a t  the first opportunity to send 
(fifteen seconds) after the beginning of a trial. 

2. The ( ,2, S), ( , 3 ,  S ) ,  and ( , 4 , S )  curves are approximately 
straight lines, though a case can be made that ( , 4 , S )  is concave 
down, especially in the final two or three trial blocks. This case is 
materially strengthened by Statement 9 and its attempted explanation 
in the section on '' Rationalization of Statements 8 and 9," below. 

3. The (P, 2 , s )  and (P, 3, S )  curves increase slightly in slope 
with trials, whereas (P, 4, S )  and (P,  5, 8 )  remain roughly constant. 

4. For the S data, the C curves have a slightly larger slope than 
the corresponding P data. 

5. For the C data, the slope of each R curve is larger than the 
slope of the corresponding S curve; this is most marked in (C, 3, ). 
For the P data, the slopes of the R and S data are about the same 
except for (P, 6, ) where R is thc larger. 

6. For the R curves, there is a decrease in slope with increasing 
time. 

7'. The (P, 5, R) curves increase in slope with trials. 

8. For the S data, the slopes of the corresponding curves decrease 
with increased information present; e. g., (P, 3 , S )  has a larger slope 
than (P,  5, S )  for a givcn trial block. 

9. The ( , 5 ,S)  curves are definitely concave down. 

From these statements i t  is easy to exhibit two arguments that 
suggest that the R data are not basic. First, if they were, Statements 3 
and 7 imply that we must account for a constancy over trials in terms 
of a phenomenon changing over trials, for with five pieces of infor- 
mation present the S data exhibit no learning while the R data do. 
Of course, this can occur, but it is generally much easier to  combine 
variation with constancy to yield variation than i t  is to combine 
variation with variation to yield constancy. Second, Statement 6 
implies that for the R data the probability of reaching a decision, 
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assuming i t  has not already bee11 reached, decreabes with time. While 
we can all recall personal examples of difficult or embarrassing deci- 
sions that wc have delayed, and then delayed them even more because 
of our initial hesitancy, i t  is unlikely that a simple and comparatirely 
emotionless experimental situation could produce the same reaction. 
Rather, the desire of the subjects to conclude the experiment would, 
if anything, came an increase, not a decrease, in slope. 

Assuming that we shall be able to rationalize the last five state- 
ments in terms of the first four, what interpretation can be given to 
the first four? The first is certainly the easiest: There is no real 
difficulty in preparing and deciding where to send the first message, 
and so it is done with dispatch. The second is simply an observation, 
once again, that the latency of simple decisions is approximately 
exponential. Of course, because of tllc discrete time scale, wc cannot 
argue that thc rising limb of the distribution is really as sharp as 
an exponential-which is certainly doubtful from other data-but 
rather that the decay portion of tho curve is approximately like an 
exponential. We note as a point to be discussed that, as the informa- 
tion to be processed increases, there appears to be a deviation from the 
exponential; there is no question of this in the case of five pieces 
of information (Statement 9). Thc third statement indicates that for 
the peripheral subjects some learning occurs over trials for those 
situations in  which small amounts of information are available, but 
not when more information is present. This indication, coupled with 
observations presented eIscwhere in this chapter, suggests that the 
subjects learn to routinize thr early moves into a pattern that is 
efficient for the given network, much in thc sarric way that chess 
players learn to pattern their opening moves. The later situations 
with four and five pieces of information must continually introduce 
special problems that require some thought, and so little learning 
can occur. The fourth statement indicates that the center subjects 
reach their decisions a little more rapidly or1 the average than peri- 
pheral subjects in correspondi~lg situations; this probably reflects the 
greater work load and stres-3 upon the center subjects. The latter 
point is supported by the results of an analysis of questionnaire 
results (16). 
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Rationalization of Statements 5 and 6. 

Let us consider the pattern of message destinations at  the begin- 
ning of a trial. We know from Statement 1 that there is a high 
probability that each subject will send a message at  the first oppor- 
tunity, and from the results on message destinations ( 1 6 )  we know 
that the probability a peripheral subject will send to the center is 
roughly 0.5. Thus, the most likely cases to arise are the four shown 
in  Figure 38. I n  this figure we have not distinguished the particular 

Figure 38.  Probable Sending Pattern-. 

subjects in  the four peripheral positions, but rather we have sliown 
onIy the four topologically different cases. If  we consider each peri- 
pheral position in turn we may determine whether, as a result of 
this first exchange of messages, he has new information to send to the 
center, to the other peripheral position to which he can send, or 
to both. We have accordingly labeled the nodes C, P, or B. Now, 
from our work on message destinations we know that, when a subject 
knows he has new information for exactly one other subject to whom 
he is connected, the probability is 0.97 or thereabouts that his next 
message will go to him. I n  the B case the probability is about 0.65 
that he will send to the position to which he did not send his previous 
message. If one approximates 0.97 by 1.00, then a simple calculation 
shows there is a probability of 0.75 that either one or two of the 
peripheral suhjects will send their nest message to the center position. 

Keeping this in mind, let us now turn to the center position. 
Let 8 denote the number of time units between his first and second 
messages; according to Statement 8, 6 is distributed approximately 
exponentially. Let us suppose 12 has selected 6 according to this distri- 
bution. If 6 is fairly large there is a reasonably high probability 
that one of the peripheral subjects will have sent him a message in 
the time interval from 1 to  I + 8. Thus, the time between the last 
message received and the given message will often be less than 6, when 
6 is large. If, on the other hand, 8 is small, then the time from the 

last message received cannot be greater than 6, which is already 
small by assumption. Thus, the R data should include more small 
values and fewer large values of time than the S data. If we let ha 

denote the initial slope of (C, 3,R) and h8 the slope of (C,3, S), 
then a detailed coinputation shows that, when one peripheral subject 
sends to C before C sends, A R / X ~  = 1.54, and, when two do, XR/A8 = 

2.08. The observed ratio is 1.63. This accounts for Statement 5. 
If the 8 curves are straight lines (Statement 2) and if the R 

curves are formed by making some of the large values of time small 
ones, then i t  is evident that the slope of the R curves should be a 
decreasing function of time, which is Statement 6. 

For the peripheral subjects the picture is far more complex, but 
i t  appears that the same general argument should apply, except that 
the density of incoming messages is less and thercforc the effect 
should be less pronounced, and quite possibly not detectable a t  all. 

Rationalization of Statement 7. 

Statement 7, by itself, is innocent enough, for one can remark that 
it simply reflects learning over trials. But, as we pointed out, i l  
Statement 3 is taken as basic, then for the R data no learning is 
exhibited when five pieces of information are present, and it appears 
that there may be a difficulty. I n  fact, if we were able to convince 
ourselves that the learning suggested by the (P, 5, R )  data had 
actually directly influenced the decision when five pieces of informa- 
tion are present, then I believe that we would have to drop our 
tentative hypothesis that the S case is the more basic of the two. The 
alternative is to show that the apparent learning in (P, 5, R )  is an 
artifact stemming from other learning in the process. 

Subjects in the center position exhibit comparatively little learning 
with trials in the 8 data, whereas the peripheral subjects do exhibit 
learning for the cases of two or three pieces of information present, 
though not for more. Xow, from OUT work on message choice we 
know that there is little change shown over trials, and so a pattern 
of message sending is just as likely in the later trials as in the early 
ones. Consider any such pattern, say the one shown in Figure 39, and 
let 6 denote the number of time units between the message from C 
that gives P the final piece of information and the next message sent 
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by P. I n  later trials the same pattern of sending will arise just about 
as often as in early trials, but i t  will be changed in time structure in 
accordance with the learning that has occurred, which, of courge, 
will affect only the time between the first few messages. This, how- 
ever, has the effect of shifting the last message to the left as shown 
in Figure 40, which in turn reduces the average number of time units 
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Figure 39. Pattern of Message Sending. 
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Figure 40. Effect of Shifting Last Message to the Left. 

from the message from C to the last message scnt by P to something 
less than 6. I n  other words, the R data with four and five pieces of 
inforrnatioli present can be expected to reflect the learning exhibited 
in (Y, 2,S) and (P, 3, S) ,  and so Statement 7 is rationalized. 

Rationalization of Statements 8 and 9. 

The qualitative content of Statement 8 seeus reasonable, for we 
are all used to the fact, that, generallg, the more information there 
is to be processed the longer it  takes. The exact numerical changes 
are another matter, and at present we know of no cornpreherisive model 
to account for cflangcs in time constants with changes in information. 
The change in shape of the distribution with information (Statement 
9) is, in a way, more disturbing and demanding of an explanation. 
We do not truly have such an explanation; howerer, we can present 
a simple calculation which, if i t  is not fortuitous, is intriguing. 

Suppose that the time distribution when there are two pieces of 
information present is given by JdAeUAt,  where from the data 
(P, 2 ,S)  in the first trial block we Gnd h = 0.67. Suppose that in 
the more complicated situation of five pieces of information the prob- 
lem is divided by the subject into two independent parts, each of which 
can be handled in a manner similar to the case of two pieces of 
information, and that the two parts are dealt with successively by 
the subject. If this were the case, then it is easy to see that the 
distribution would be 

1:igurc 41. Observed and Tlleoretical Curves fur (P, 5, S )  in Trial Block 1. 

Substituting f and solving we find 

Using h -- 0.67 and plotting the result along with the (P, 5 , s )  data 
for the first trial block we obtain the curves shown in Figure 41. 
Their similarity is remarkable, especially considering that there are 
no adjustable parameters. The difficulty is to know whether this rough 
analysis has some basis in fact or whether it is entirely accidental; 
we shall return to this problem later. 
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Analytic Models of Information FIow. 

So far, we have devoted our attention to dissecting the group 
processing of information into " elementary events " with compara- 
tively simple properties. The real test of such an analysis is whether, 
from it, one can once again reconstruct the group behavior, for if  
this is not demonstrated one cannot be sure whether certain crucial 
phenomena have not been omitted. As suggested in the introduction, 
this phase of the work is by far the least complete, mainly because 
it creates so many mathematical difficulties, but partly because certain 
phenomena are still not understood. 

Let us try briefly to summarize some of the principal things that 
we know, and some that we know we don't lmow.  la to the choice! 
of destination for the first message of a trial, it appcars to be a chance 
event, heavily biased toward doing what mas done on the preceding 
trial. For later messages in the trial there appears to be little direct 
dependence on the preceding triaI, but rather a fair appreciation of 
the logical structure of information flow. If one considers for subject 
i the set of information di4 he is able to deduce what subject j must 
know ( j  may in fact know more) thcn the sets Ai i -d i j  (where minus 
denotes the logical difference of two sets) appcar to be extremely 
relevant to his choice of message destination. ?Ve Imow, for example, 
that if among the j's to .i can send a message exactly one of 
these sets is non-empty, then with probability nearly 1.0 the message 
will be sent to that j. However, what happens when two or more 
are lion-empty is not nearly so certain. Undoubtedly there is a large 
role for chance, but in addition behavior appears to depend in a 
complicated s a y  upon several other factors. We had the feeling that 
the factors we examined were not, however, basic to the phenomena 
and that possibly we were obtaining artifactual effects. Thus a major 
open problem in this work, and we judge in many other areas, is the 
question of how a subject selects among several alternatives when 
each maximizes his payofi fliuction; or put another way, what other 
factors come into play that are normally subordinate to a known 
payoff function. 

Within the realm of time we appear to have shown that, if the 
work load is ample, then the stimulus for the preparation of a message 
may he taken to be thc last message sent. The latencies appear to bc 

approximately exponential when the decisions are simple and to devi- 
ate from it in both mean and shape when the decisions become more 
complicated. There seems to be some reason to suppose that the more 
complex cases are serially composed from the distributions of the 
simpler ones, but this is by no means firmly demonstrated. Thus a 
second major problem is to acquire more detailed and precise infor- 
mation as to how decision latencies depend upon the information 
available a t  the time the decision is taken. With respect to  this 
problem we shall have a few more comments in  the next section. 

When these two problems are resolved, then there is no reason 
why we could not assume these statements as the axioms of a model 
for information flow. There is every reason to suppose that such a 
model cannot at  present be solved analytically, but with some labor 
one could code it for a digital computer and carry out the necessary 
Monte Carlo runs to obtain stable estimates of any of the group 
parameters one cares to compare with experimental data. 

One reason for supposing the model cannot a t  present be dealt 
with analytically is the result of an attempt (15) made to set up 
the equations for a simpler case; there it was patently obvious that 
closed solutions are most unlikely to be forthcoming except for very 
simple special cases. The case studied met the following conditions: 

(1)  The communication network has all channels open. 
(2) Time distributions for the injection of input information 

into the group are given. 
( 3 )  Decision latencies are stimulated by message seridings; i. e., 

preceding decisions. 
(4 )  The latency distribution for decisions are exponential with 

parameters that are constant for the problem. 
(5 )  Message destination probabilities depend only on the set 

of information available to the subject a t  the time the 
message is sent. 

We see that Assumptions 1, 4, and 5 arc much simpler than those 
arrived a t  for our experimental situation. 

As a final problem conlplicating a model builder's task, we should 
mention our unease at  the assumption that an incoming message has 
no other effect than to change the information state of the subject. 
It appears obvious that in some cases certain incoming messages may 
change significantly the process with which a person is currently 
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engaged, but so far we have developed no suitable experiments or 
techniques to get information on this problem. 

Reaction Time Experiments. 

Let us, in this final section, return to the time problem, now in  
its purest form : the reaction time experiment. I n  such an experiment, 
of course, one carefully eliminates many of the dificulties that have 
plagued us in group experiments; the stimulus is in fact unambiguous, 
care is taken to prevent any intervening external stimuli prior to 
the decision, the coriditions of the experiment (such as the information 
available to the subject) are carefully controlled, the experiment is 
replicated many times, and time is measured in milliseconds. And 
still there have been difficulties, one of the principal ones being to 
separate the time required to make the decisions from the time 
required to  carry out certain motor activities, such as signaling the 
decision to the experimenter. Until this separation is effected, it is 
difficult, if not impossible, to determine exactly how the decision part 
of the latency depends on the decision itself. Because of this, the 
study of reaction times has fallen into disfavor, though in the past 
few years there has been a tentative resumption of interest because 
of some new ideas arising from information theory. 

Whether or not the study of latencies is looked upon with favor, 
i t  is clear from our remarks above that much of complex decision 
making and information processing will not be understood until the 
dependency of decision Iatencies on information prcsetlt at  the time 
of decision is better understood. Our realization of this, plus the 
hint given by the apparent serial composition of latencies, led Christie 
and Luce ( 6 )  to put forth a suggestion concerning the analysis of 
reaction time data. Briefly, the idea, which depends heavily on the 
fact that the Laplace transform of a convolution integral (i. e., an 

integral of the form B ( r )  G(t  - r ) d r )  is simply the product of I* 
the two Laplacc transforms of the given functions. 

If B is a (reasonably well behaved) function that is 0 for t < 0, 
then the Laplace transform of B, L ( P ) ,  is defined by 

which we see is a real-valued function of the real variable s. For 
example, if F = he-xt, then a simple computation shows that L (F) 
= I/ ($/A + 1) .  Now suppose t is a reaction time measurement 
distributed according to f ( t ) ,  and that t is composed of a base time 
t b  and a decision or choice time t,; i. e., t = t b  + tc. If these two 
component times are independent, that is, if one can change the 
motor reactions, and thus tb, leaving t, unaffected, or change the 
choice without affecting the motor reactions, and if tb  is distributed 
according to fb and t ,  according to  f, then it is easy to show 

By one of the central properties of the Laplace transform it follows 
that 

L ( f )  =L(f , )L(fc) .  

Now if one supposes that he has a set of experimental conditions that 
holds f b  constant and changes f, by changing the complexity of the 
decision to be made, then for two such cases f and f' we see that 

and all mention of base times is dropped. 
I n  particular, let us suppose that for a certain class of experiments 

the decision latency results from a serial composition of " elementary " 
decision latencies whose form is exponential with constant h. If one 
experiment, with over-all latency f,,, requires n elementary decisions, 
and another, with latency f,, only one decision, then i t  is easy to 
show that 

At the other extreme, we might suppose a decision process requiring 
the execution of n elementary decisions in parallel; i. e., all n-com- 
ponent decisions are initiated simultaneously and the process is 
concluded when all n decisions have been made. I n  that case 

L (3') = J e-"F ( t  ) dt, 
0 
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where r is the gamma function; i. e., r ( z )  = (2- I)!, where z is an 
integer, and for all x, r ( z  + I)  = x r ( x ) .  For any other particular 
arrangement of decisions similar calculations are possible (6).  

One might hope that by obtaining latency data it would be possible 
simultaneously to select parameters and to choose among several 
hypotheses as to the arrangement of elementary decisions, assuming 
such exist. Unfortunately, however, if one calculates the two func- 
tions given above and plots them against s/h, it will be seen that the 
curves, in the region where they overlap, are very similar indeed. 
Of course, any pair of similar curves has different values of n, the 
parallel case being the larger of the two. This means that extremely 
detailed and precise data will be required to decide between cases. 
Nonetheless, the need for adequate lrnowledge about the structuring of 
decisions in  terms of thc logic of the decision to be made is so great 
that it may be worth while spending some effort to see if this pro- 
cedure can be made to work. 

V. TASK TYPES AND REQUIREMENTS 
FOR ORGANIZATION.* 

Introduction. 

The preceding parts of this chapter have discussed human infor- 
mation processing in the light of data from a series of experiments 
with little concern for the relation of one experiment to another. 
Various tasks have been required of the subject groups in these 
experiments, each task designed for the purposes of a particular 
investigation. The contribution to knowledge that the series makes 
is no more than the sum of the contributions made by each experiment 
in isolation unless we can give an integrated account of the whole. 
To accomplish such an integration we need a theory of tasks; to 
quote Luce, et al. (16), ". . . this problem must be given serious 
consideration, or the study of information processing groups will 
result in ah elaborate but incoherent bibliography." 

I n  this chapter a start will be made on a theory of tasks. The 

By Lee 8. Christie. 


